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Development in Vortex Motion Research /1

Liu Mouji and Su Wenhan

(Beijing Institute of Aeronautics and Astronautics)

Abstract

This paper briefly introduces the results of vortex motion

research in the following areas: nine types of separated flows

and boundaries of delta wings with various sweepbacks and angles

of attack at low speeds, analysis of three-dimensional separated

flow and vortex flow based on qualitative theory of differential

equations and topology, vortex breakdown patterns, experimental

study and theoretical analysis on the leading edge vortex

breakdown of delta wings, controlled separation and vortex

interference, and the displacement, rotation and recombination of

two vortices.

Introduction

The study of vortex motion is a classic subject in fluid

dynamics. Its theory has already become an integral part in

fluid dynamics. In recent years, due to the need in developing

civil and military aircrafts, the concept of aerodynamic design

has extended from avoiding flow separation to utilizing

controlled separation. The emergence of slender wing, double
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delta wing, strake wing, nearly coupled duck wing and leading

edge vortex flap, the study of spanwise flow, the generation and

elimination of lateral,force on slender body at large attack

angles, the study of various complex flows at large attack

angles, the danger of large aspect ratio wing training vortex on

the aircraft behind it, the study of rotational flow

characteristics of helicopters, the investigation of turbulent

structure and its transformation mechanism, and the studies on

vortex flows for non-aviation applications impose new

requirements on the research of vortex motion. There are many

papers concerning the experimental study, numerical calculation

and theoretical analysis aspects of the problem. In addition,

there are numerous review and symposium papers [1 8l In this

paper, results regarding the following problems are briefly

introduced. They are the type and boundary of leading edge

" separated flows of delta wings, topological analysis on vortex

and separated flow, problems regarding the breakdown of vortices,

and contrciled separation and interference of vortex.

I. Type and Boundary of Leading Edge Separated Flow of Delta Wing

A profound understanding of the flow pattern is the basis of

* the study and design of aerodynamics. A great deal of work has

been done already[9- 161. Due to the maneuverability requirement

-.. at large attack angles, it is necessary to understand the flow

pattern around the aircraft within the range of attack angles

.
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from 0 -90. For this reason, it is meaningful to study various

possible flow patterns and to understand their distinction,

correlation and transition.

We conducted low velocity oil flow and smoke line

experiments for a series of sharp leading edge flat delta wings

with sweepback from 15-8.7 in the range of attack angle of 0-90'.

Based on these results, we obtained nine types of separated flows

and their boundaries on the leeward wing surface.

The typical flow pattern on the lower surface of a sharp

leading edge delta wing is shown in Figure 1. At small attack

angles, the left and right adhesion lines are both near the

leading edge. At large angles of attack, however, these two

lines coincide in the middle at the front portion of the wing.

The larger the angle of attack is, the more the termination point

of the coincided line moves downstream. However, they always

remain as two lines.

Manuscript received on June 19, 1984.

The flow pattern on the upper wing surface varies with the /2

leading edge sweepback and angle of attack in a more complicated

manner. In addition to boundary flow, there are nine different

separated flows in total.

1. Leading Edge Bubble: The shear layer dragged away due

to leading edge separation is adhered to the upper wing surface

to form a bubble. The bubble is a viscid region which is

approximately parallel to the leading edge. There is a spiral

flow to some extent in the bubble, as shown in Figure 2.

4. .
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Figure 1. Flow Pattern on Lower Surface of Delta Wing
(A =76 0, a=55°)

1. small a
2. large a
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Figure 2. The Bubble
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2. Bubble Vortex: With increasing angle of attack, the

bubble on a medium sweepback delta wing is converted into a

bubble vortex. In this case, the shear layer from leading edge

separation will not re-adhere to the upper wing surface.

Instead, it begins to roll up to form a spiral vortex surface.

Based on observation of the spatial flow pattern, the bubble

vortex does not have a nucleus. Its surface flow pattern is

shown in Figure 3.

A = o
a

, 

A 

30

Figure 3. Bubble Vortex
p3.

3. Streamwise Vortex: As the angle of attack increases,

streamwise vortices begin to appear on large sweepback delta

wings in two arrays as shows in Figure 4. They more or less

follow the direction of the flow; from the leading edge to the

trailing edge. The direction of rotation on the right is

counterclockwise and it is the opposite on the left.

5
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4. Concentrated Vortex: As the angle of attack increases,

concentrated vortex begins to slow up on a delta wing with a

large sweepback, as shown in Figure 5. In this case, the free

shear layer from the leading edge separation line has already

rolled up to form a spiral vortex. One end of the vortex is

always connected to the object (at the line of separation). The

. other end, however, is rolled up into a highly concentrated

vortex nucleus (which is in a free state). This nucleus passes

.4. beyond the trailing edge to far away downstream. This phenomenon

could be clearly seen in spatial flow pattern observations. In
N%'4'

this case, the vortex from the separation line at the surface of

the object is sufficient to move along with the nucleus. Hence,

the flow is stable. A concentrated vortex is a steady vortex

flow.

5. Bursting Vortex: At a certain angle of attack, the

vortex bursting point of a concentrated vortex appears downstream

far away from the trailing edge. Afterward, it moves forward as

the angle of attack increases and passes over the trailing edge

to the wing surface. It moves further to the apex of the wing.

The burst vortex between the trailing edge and the wing apex is

called bursting vortex. In front of the bursting point, the

nucleus of the vortex still exists. Figure 6 shows the flow

pattern of a bursting vortex on a medium sweepback wing. In this

case, a vortex is present in front of the spiral point. Beyond

the spiral point, we see a return flow. When the concentrated

vortex of a large sweepback delta wing begins to burst, the

6
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secondary separation line of the surface of the object will bend

outward.

6. Spiral Flow: When the bursting point reaches the apex

of the wing, the nucleus disappears completely. As the angle of

attack increases, a spiral flow will emerge. The upper wing flow

pattern does not have a vortex. There is only a return flow with

an apparent spiral point, as shown in Figure 7. Based on

observing spatial flow pattern we know that the separated flow on

the leeward surface is rising spirally upward in a unsteady /3

manner near the spiral point. The vortex moment is escaping in

an unsteady manner from the spiral point. The spiral flow is an

unsteady flow.

7. Reversed Flow: When the angle of attack increases.. 7.Rvesdlw

further, reversed flow will occur. In this case, the flow near

the wing surface is basically moving from the rear to the front.

The flow pattern on the surface is shown in Figure 8. The re-

adhesion point of the leading edge separated vortex is very close

to the trailing edge. The reversed flow is splitting into two

near the leading edge at the middle of the wing; one going inward

and the other outward. Reversed flow is an unsteady flow.

A
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Figure 7. Spiral Flow
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Figure 9. Completely Separated Flow

8. Completely Separated Flow: When the angle of attack is /4

very large, the re-adhesion point near the trailing edge moves

forward to the wing surface to create complete separation, as

shown in Figure 9. This indicates that the trailing edge vortex

has already appeared near the wing surface. This vortex may be

observed by symmetric oil flowing plate or smoke line method.

Completely separated flow is also unsteady.

9. Asymmetric Vortex: If the leading edge sweepback of the

wing is very large, such as more than 800, the two opposite

vortices will create an asymmetric flow pattern (See Figure 10).

Based on the figure we can see that the re-adhesion line is no

longer at the center of the wing. Instead, it first intersects

with one edge and then with the other. It appears as a saw

tooth. On a large sweepback delta wing, concentrated vortex and

bursting vortex may be asymmetric.

10

M k' ' ' . '/ ' 4 ''' ' , % -+ , ,,:-.-.+- ... .,. .,. . . . . ,. . .... -..



Based on the classification of flows described above, it is

possible to determine the flow boundaries of various types of

separated flows on the (A,a) plane, as shown in Figure 11. The

major special feature is that the bursting point of any medium

sweepback delta wing is always in front of the trailing edge of

the wing and concentrated vortex will not appear at any attack

angles. Large sweepback delta wings, however will show stable

concentrated vortex with a specific range of attack angles.

Bursting vortex, spiral flow, reversed flow and completely

separated flow may also occur. However, as compared to a delta

wing with a medium sweepback, the occurrence is delayed to a

larger angle of attack. A slender delta wing will have an

asymmetric vortex, similar to the case of a slender revolving

body. From Figure 11 we can see that at a certain attack angle

(such as 15'), the spiral flow will change into a bursting

vortex, or even a concentrated vortex, as the leading edge

sweepback increases. This change from an unfavorable unsteady

separated flow to a favorable steady vortex is the design of

controlled separation of slender wing.

4
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Figure 10. Asymmetric Vortex
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Figure .11. !roes of Separated Flow Patterns and Their
Boundaries of Leading Edge Separation of Delta
Wing at Low Velocity
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1. bubble
2. bubble vortex
3. streamwise vortex
4. concentrated vortex
5. bursting vortex
6. spiral vortex
7. reversed flow
8. completely separated flow
9. asymmetric vortex

It should be pointed out that dull leading edge delta wings

have different separated flow and vortices [14] .

* 9,

II. Topological Analysis on Vortex and Separated Flow

Qualitative theory of differential equations and topology is

a useful too! to analyze flow patterns in studying three-

dimensional separated flows and vortices. It has practical

significance in studying the separation mechanism, establishing

theoretical models and performing aerodynamic designs. Some

9people call it the topology for separated flow.

.1
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Figure 12. Topological Analysis of Concentrated Vortex Flow
*R Pattern on Delta Wing
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1. Nalow - nodal point of adhesion on lower wing surface
2. (a) topological analysis of surface flow pattern
3. (b) topological analysis of sectional flow pattern

4. (a) upper surface flow pattern
5. typical flow pattern
6. (b) sectional flow pattern
7. typical flow pattern

Up until now, studies on separated flow based on this 6

method [1 7 - 241 approximately include three aspects. One is to

study the local pattern of separated flow near a singular point.

There has been a great deal of work done in this area. The

second area is to study the overall pattern (including the

distribution of singular points over a wide range) of separated

flow. In this regard, topological laws to be obeyed by the

structure of separated flow under certain conditions were found.

These laws have been used to analyze the topological structures

of separated flows around some simple objects (such as delta
S..

wing, rectangular wing, semi-spherical cylinder, etc.). This

type of analysis, however, must be performed based on raw flow

spectrum obtained experimentally or from numerical calculation.

The third area is to study the variation of the topological

structure of a separated flow with parameters (such as , A, Re'

M, etc.). This is a difficult subject. Some researchers are

attempting to use abrupt change theory and structural stability

theory of differential dynamic system to study these problems.

To date, there is little accomplishment in this area.

's.e

15
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We used the method described above to study the topological

structures of various separated flows on delta wincs with medium to
I

large sweepbacks based on observations of flow patterns. Figure

v 12 shows the topological analysis of a concentrated vortex at the

surface of the object and at its cross-section. For a simple

body, the topological law for the singular points in the flow
.. pattern its surface is EN -E s = 2; where .N is the total

number of nodes and Es is the total number of settle points. The

topological law for singular points in the sectional flow pattern
is (TZ + 1/2N,)izs + 1/2Zs,) =-l, where EN , and Es t are the

total number of se.,ai-nodes and semi-settle points, respectively.

Nalow is the node adhered to the lower wing surface. The

analysis in the figure agrees with these two laws. Figure 13

shows the spiral flow on a 300 sweep delta wing. From the

topological analysis we know that there are 13 modes (including 5

attached nodes, 4 separated nodes and 4 separated spiral points)

on the surface. In addition, there are 11 settle points. This

agrees with the topological law governing the surface flow

41pattern.

S.
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(a) upper surface flow patternS.(b) upper surface isobars

""" (c) topological analysis diagram

%'.5.

)2:III. ?roblems Concerning Vortex Breakdown /7

.r.5?

;' The spatial pattern of vortex breakdown can primarily be

S..classified as the spiral type and the bubble-like type. In

addition, other types were also found in experiments. It was

pointed out in reference [27] that the vortex breakdown patterns

' inside the tube include the spiral type, the bubble-like type and

~.[ dutnle p.a. type. inreference 130], six types of patterns

were observed. it was oointed out in reference [25] that the

leading edge vortex breakdown of a delta wing includes the spiral

type and the bubble-like type. Based on the water tunnel

e:cperiment reootec_ in reference r15], there are three types;

17
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i.e., asymmetric spiral, symmetric bubble which bursts suddenly

and gradually dissipating cone, as shown in Figure 14.

""

14. Three Types of Vortex Breakdown ?atterns

(a) spiral type
(b) bubble-like type
(c) conical type

In reference [30], the axial symmetric vortex breakdown flow

field in the tube was measured by a laser velocity measuring

technique, it includes the approaching flow area of the

concentrated vortex, the breakdown area and the wake area. The

breakdown area includes a decelerating area, a recirculation area

VI and an axial flow restoration area. The time averaged flow

pattern of the recirculation area is shown in Figure 15. It is a

double cell structure with 4 stationary points. The flow in the

recirculation area is unsteady. In reference [33], the spiral

breakdown flow field of a vortex in the tube was obtained using a

laser velocity determination method.

18
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In reference [29], line of heat was used to measure the flow

field in front and behind the breakdown of a leading edge vortex

of a delta wing. The radial distribution of its axial velocity

is shown in Figure 16. The distribution appears as a jet before

the breakdown. Downstream from the breakdown point, it is in a

wake-like shape. The fundamental change from a jet-like to a

wake-like shape can be used as a criteria to determine the

breakdown position. Vortex breakdown is related to axial

velocity/circumferential velocity, inverse pressure gradient,

flow tube expansion angle and Reynolds number. Its theoretical

analysis is more or less based on the dynamic instability of the

fluid, quasi-cylindrical approximation and finite transition

theory[ 281 . These theories, which were originally proposed in

the early 1960's, have been further developed. However, we still

do not have a unified vortex breakdown theory to be recognized

all over the world. In reference [31], the axisymmetric vortex

breakdown in a uniform flow was studied by the numerical

integration of the Navier-Stokes equation. In some references,

the breakdown theory is combined with solving the flow field

outside the leading edge vortex nucleus for analysis. For

example, in reference [32], the theory of dynamic instability of

the fluid was combined with the non-linear conical flow theory to

analyze and calculate the leading edge vortex breakdown of delta

wings. A comparison of these results to the experimental ones is

shown in Figure 17. In the figure, K is a velocity type of

parameter. Based on the result obtained from the dynamic

19



instability of the fluid, it is unsteady when K<l.16. Based on

the figure we see that the theory agrees with the experiment for

delta wings with small aspect ratios. Vortex breakdown of delta

wings was also investigated in reference [34].

The breakdown point of the leading edge vortex moves

upstream as the angle of attack increases, until reaching the

apex of the wing. The way the breakdown point moves upstream is /S

related to the planar shape of the wings[ 351 as shown in Figure

18. For slender wings, when the breakdown point moves across the

trailing edge upstream, it travels very fast. Then it gradually

slows down. For strake wings, however, the breakdown point also

moves very fast when it passes the trailing edge of the wing and

then it slows down. But it begins to move fast again after

passing through the inflection point at the leading edge. Then

it slows down again. It is a non-monotonic variation.

S, S2 S3,

Figure 15. Double-Cell Structure in Recirculation Zone [30 ,

20
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Figure 17. Theoretical Stability Boundary and Experimental
Ranges of Vortex Breakdown in the (A, ~)-plane[32]

1 . stable
2. unstable
3. vortex breakdown observed experimentally
4. stability boundary
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Figure 18. Comparison of Movement Pattern of Strake Wing to
Slender Wing

IV. Controlled Separation and Vortex Interference /9

A controlled separation is a separation which is capable of

generating a free vortex layer and rolling into a stable vortex.

It was pointed out in reference [36] that better aerodynamic

designs might be obtained by creating and utilizing such

separations. The concept will have a profound impact on

aerodynamic research and design in the future. At this moment,

the creation and utilization of controlled separation has already

become one of the important issues in the aerodynamic design of

"N fighter aircraft. Slender wings [37 501 , strake wings [39-44]

double delta wings[ 45 ,461, nearly coupled duck wing [381 and

23
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spanwise blowing [47-49 1 are actual examples in creating and

utilizing controlled separations. It is obvious that the key is

to create and maintain a stable concentrated vortex on the wing

surface within a range of large attack angles. Based on Figure

11 we know that this can be done by using a sharp leading edge

4. delta (or slender) wing with a large sweepback, such as the

Concord wing. However, due to the requirements in subsonic and

transonic performance, some aircraft must have medium sweepback

and medium aspect ratio wings. It is impossible to create a

stable concentrated vortex by itself. At large angles of attack,

it can only create unsteady separated flows such as bursting

vortex, spiral :low and reversed flow. To this end, we can add a

large sweepback strake to its front end to form a strake wing

(such as F-16 and F-18 wings). In addition to the direct

contribution of the strake vortex (a stable concentrated vortex),

the favorable interference, of the strake vortex on the external

flow .eld also has an important effect on the significant

improvement in performance of strake wing at large attack

angles [43 ,44] . We can also see that controlled separation is

closely related to vortex interference [511 .

The following is a discussion on the interferences on the

wing, including the interferences between a concentrated vortex

and other types of separated flows as well as the mutual

interferences among vortices. Due to vortex interference, the

types of separated flows may change. The stability of vortex may

also vary. For instance, a strake vortex can essentially convert

U 24
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a reversed flow or spiral flow on the wing to a bursting vortex

to move the breakdown point of the bursting vortex downstream.

It may even turn a bursting vortex into a steady concentrated

vortex (provided that the strake vortex is strong enough). Based
A

on Figure 19 we can see that when the angle of attack is 140 the

vortex breakdown point on the basic wing is near the apex of the

wing. A reversed flow occurs on the surface. The effect of the

strake vortex, however, is to move the external wing vortex

breakdown point downstream. It seems that this is primarily due

to the fact that the spanwise component of the external wing flow

-velocity is increased because of the strake vortex which leads

the external wing flow field toward the outside. This is

I.'- beneficial in strengthening the stability of the vortex to delay

the breakdr-,n.

Figure 19. Flow Patterns on 300 Sweep Wing and 76 0/30 0 Strake
Wing

1. strake vortex
'S- 2. external wing vortex

3. breakdown vortex

25
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The mutual interaction of two vortices of the same direction

of rotation will lead to displacement, coalescence and

consolidation. Displacement means that the relative position is

becoming closer or changed. Coalescence means that the two may

coalesce in a spiral form around each other. The specific form

depends on the relative intensity of the two vortices.

Consolidation means that the nuclei of the two vortices are

mingled together. In this case, these two vortex nuclei may

become one. They also may exist individually. Whether two

vortices of the same direction of rotation can coalesce depends

on the distance, vortex intensity ratio, size and structure of

iv .the vortex nuclei, and the angle between the two vortices.

The coalescence of forward panel vortex and rear panel /10

vortex of a double delta wing is shown in Figure 20[45] . First,

a concentrated vortex is rolled up at the leading edge of each

panel. With increasing angle of attack, the tw vortices begin to

coalesce and then consolidate. It is reflected on the surface

flow pattern as the secondary separation lines of these two

vortices coincide. The point of coincidence moves forward with

increasing attack angle. Within the range of where the angle of

attack is not large, it has already reached the inflection point.

The coalescence of these two vortices has been observed in

various wind tunnel and water tunnel experiments [26].

Furthermore, it was verified by spatial flow field

measurements [46 1 . The coalescence of these two vortices

strengthened the stability of the rear panel vortex, delaying its

26
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breakdown. On a strake wing, the two vortices only get close

to each other and no coalescence takes place. This is because

the angle between these two vortices is ,-ery large. rte

more, t'he ::er pa-el vortex is a bursti,: vortex. 1ne e

condi:tion of soarnwise leading edqce -jet the coalescence of -'e

e a diLncT ed 7.,e 4et vortex and the outer Danel vortex occuIrs, as s-o'wn

riru~e21.

(J)J

Ficure-- :0. Mutual Interaction Between Front Panel and R.ea:
Panel Vortices of 730/570 Double Delta Wing

(a) , (b) , (c) surface flow patterns
(d) coalescence of two vortices

27
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Vortex and Outer Panel Vortex of Leading Edge

~Spanwise Blowing Wing
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Application of New Type of Pole Collocation Equations to

Determining Laws Controlling A Bi-input Multi-output System

Nanjing Aeronautical Institute Lu Shuquen

Abstract

In this paper, pole collocation equations for a bi-input

multi-output system are derived. They are different from those

commonly used in form. A property of these equations is proved

a--- to be able to better control the accuracy of the collocation of

each eigenvalue. Numerical examples showed that the accuracy of

voles obtained by this method was significantly better than that

obtained by the "rank one controller".

I. Introduction

Pole collocation can be used to determine laws governing

active flutter suppression [1 - 3 ] . In the study of active flutter

suppression of YF-17, in particular, the control laws were

determined by the least square method (which is also based on

pole collocation). Furthermore, it was successfully verified in

wind tunnel experiments [4 ] . This shows that pole collocation is

a simple, practical and effective method.

The pole collocation method, however, still has some

problems when used to determine the control laws for a bi-input

S"multi-output system.
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1. Under the condition that the feedback is not completely

available, how can we collocate the eigenvalues which have a

determining effect on the stability of the system, to the extent

- possible, according to the projected requirement? Presently,

methods mostly used a polynomial s formed by eigenvalues. Then,

the coefficients of the polvnomials are fitted. However, each

coefficient is related to all the eigenvalues. Eigenvalues with

large modulus often have a determining effect. The modulus of an

unstable eigenvalue, however, is not necessarily large. Hence,

there is a considerable error in its collocation.

2. How can we better determine the control laws? The "rank

one controller" can be used to determine the control laws for a

bi-input multi-output system [3 ]. However, it is required to be

proportional to the feedback coefficient of the two inputs.

Consequently, its effectiveness as a multi-output control system

is affected.

In this paper, the eigenvectors of the matrix of the system

are used to establish the collocation equations for each pole.

Furthermore, the property of the equations is verified. This

property is used to improve the accuracy in controlling the

collocation of every pole.

A two-dimensional airplane wing with front and rear control

*" surfaces was used as an example to perform a numerical

calculation. The results showed that under the condition that

the feedback is not completely available at the output, the

, . 33



results obtained by this method are much better than those

obtained by using a "rank one controller".

II. Pole Collocation Equation

1. Pole Collocation Equation

The equation of state, output equation and feedback equation

" of a closed system (See Figure 1) are

" Manuscript received on July 28, 1983.

/14

.P .>*

Figure 1. Block Diagram of the System

(2)

,- . (3)

where {X} is the state vector, {u} is the control vector, {Y} is

the output vector, [F] is the dynamic matrix of the open-loop

system, [GI is the control matrix. [H] is the output matrix, and

[C] is the feedback matrix. The symbols in the parentheses

underneath are the orders of the matrices.
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Under the multi-output condition, {u} must satisfy

{u} = -[C] [H] (s[I]-[F])-I[G] {u} (4)

The condition for {u} to have a non-zero solution is

[I] + [C] [H] (s[I]-[F])-I[G] i  = 0 (5)

Under the bi-input condition, it can be expanded into

.- t -C. H " F 7 '; . -. (

In the above formula [C1 ] and [C2 ] are the first and two

rows of [C], and {Gi} and {G2} are the first and second columns

of {G}. [F(s)] = (S[I]-[F])- I

Let us assume that the eigenvalue matrix for an open-loop

system is [A]. The left and right eigenvectors are [Q] and [P]

Then

[F] = [P] [Al [Q] (7)

[Q] = [p] 1  (8)

[F(s)] = [P1 (s[I]-[ ])-'[Q] (9)

In this paper, [P] and [Q] are chosen to be complex matrices

and IA' is the corresponding complex diagonal matrix.

Thus, the pole collocation equations of a bi-input multi-

output system are:

(1) If the allocated pole 'k is not equal to any eigenvalue

i@,  of [F], then

- (10)

- 7,)

.5.
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In the above equation, the superscript T represents the

transpose.

(2) If the allocated pole Ak equals an eigenvalue of

[F], then

[PJ is the jth column of [P] and [Qj] is the jth row of [Q]. Ai /15

= k_ Ai [(Gj= {GI} [G2 ]_ {G2} [GI].

The derivation of equations (10) and (11) is in the

appendix.

2. Property of Pole Allocation Equation (11)

If the pole Ak collocated is equal to an eigenvalue of

A. and if the pole of the corresponding closed-loop system

obtained is Ak, then there is a finite error AA

n A - -s a;+ ic (12)

then

-.- (13)

The expression for ) is equation (11) and onlyk is ased to

replace o. Its proof is shown in the appendix.
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Equation (11) is weighted based on this property to improve

the accuracy because when all the feedback is not available at

the output the least square method is required to solve the

problem. The modulus of the eigenvalue of [F], however, may be

very high. Thus, if not weighted, the errors of some eigenvalues

of small modulus are often high. The real part of the

instability eigenvalue, however, is usually not very large.

Hence, the accuracy of the eigenvalue of most concern cannot be

ensured.

Equation (11) can be weighted by using this property. For

instance, the real and imaginary part can be weighted by l/wj and

I/ai, respectively. This requires that the sum of the squares of

the relative errors of their real and imaginary part be

minimized. Thus, the accuracy of each root is appropriately

assured.

It should be pointed out here that it is generally required

that the original stable eigenvalues remain unchanged under a

given design when poles are collocated. Therefore, the pole

allocation equation usually has the same form as that of equation

(11). In addition, it has been demonstrated by calculation that

the above weighted method remains effective even when the poles

allocated are not equal to the original eigenvalues, but the

relative change is not very large (such as + 10%).

As for the pole collocation equation (10), it is possible to

determine whether it needs to be weighted based on the results.

K3
.A\. .3 4 .



If the unstable eigenvalue is :t=i.,, then it is required to be

allocated as -: Then, the absolute error of the real part of

the equation is equal to 2a.I . With regard to the two examples

-' in this paper, a is larger than 1, which indicates that the

weighted factor is larger than 1 for this error. Due to the fact

that this eigenvalue affects stability, a larger weighted factor

.should be chosen to ensure its accuracy.

The pole collocation equations and properties derived above

are also valid for a single input system. The specific form,

however, is slightly different.

III. Examples

The Control Law for the active flutter suppression of a two-

dimensional wing with front and rear control surfaces is

calculated. The two-dimensional wing is shown in Figure 2. Its

parameters are
x =0.2, x.=x =0.0125
r = , .25. rj=r 0.00625

c =0 6, d -0.6 =-0.4 (A)

- PO., .= .,, 6 = 1 pb = 0

The meaning of these symbols are shown in reference [5].

When there is no control, the flutter velocity of the two-

dimensional wing is VF = 290m/s.

38
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Figure 2. Two-dimensional wing

Let us assume the designed velocity is V 320m/s. It is

required that the stable eigenvalues obtained without control

remain unchanged and the real part of any unstable eigenvalue has

an opposite sign under this condition. When hc , h anda' are

the output parameters, the control law is

I 21 .. 746 -'0ii3 -L o22 32

According to the design, the unstable eigenvalue is required

. to be collocated to be -8.324t 69.173 i. In reality, it is

collocated to be -8.089 - 68.631 i. The error of the real part

is only 2.8%. The error for the remaining stable eigenvalues are

generally less than 5%. In some individual cases, it reaches

-14.4%.

The open-loop and closed-loop root locus diagram is shown in

?Figure 3. Its closed-loop flutter velocity is V. = 351.2m/s.
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Figure 3. Open-loop and Closed-loop Root Locus Diagram of
Example 1

1. with control

• "-"2. without control

' " For example 2 in reference [3], the control law obtained by , 17

- the method derived in this work is:

-j 6 - 003859 - 0 . W2 ) (A )

71 6-, . -- . 7 - 0 .0 0 3 0 9 5 - 0 .0 0 -; 9

,0"Based on the design, the unstable eigenvalue is required to

,,,be collocated to be -1.851 + 60.375 i in both reference [3] and

-,

4in this work In reference [3], it. was collocated to be -0.545 +

i 59.341 i. The error of the real part is 70.6%. In this work,

44,0
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it is collocated to be -1.764 + 60.312 i. The real part is

merely 4.7%. The maximum error for the remaining stable

eigenvalues is 6.5% (and in reference [3] it was 3.9%). Due to

the fact that the unstable eigenvalue has a large impact on the

phase and gain tolerance, the results obtained in this work

showed much improvement over those reported in reference [3].

The closed-loop flutter velocity, however, was 333m/s in all

cases because another branch showed signs of instability. The

root locus diagram of some main branches is shown in Figure 4.

162 ] 0

hs -- " -.0

, -51
.1 € 300
, -5€ = -200

-ISO -130 -50

-130

SO -120

Figure 4. The Root Locus Diagram of Some Main Branches of
Example 2

"1 1. under control (this work)
V 2. under control ([3])

3. no control
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IV. Conclusions

1. Each pole collocation equation derived in this paper

corresponds to the real or imaginary part of each pole. In

particular, the equations derived in this paper can be weighted

so that the relative error of each pole would not be too

different. This feature ensures the accuracy of the eigenvalue

which is of most concern. Besides, in the method used in this

work, unlike the "rank one controller" which puts constraints on

the feedback coefficients, we can change all the feedback

coefficients arbitrarily. This also makes it easier to collocate

the poles. The results obtained with examples showed that the

control law derived from this method are much more improved than

that obtained with the "rank one controller".

2. The pole collocation equations derived in this work and

the characteristics can be used in single-input cases.

3. When the relative change between the required pole and

the original pole is not too large, the property of the equation

mentioned above is still approximately valid.

Appendix Derivation of the Pole Collocation Equations

Under bi-input situation, the conditions for {u} to have a

non-zero solution is equation (6). If the collocated pole Ak is

",q not equal to the eigenvalue of [F], then we can use s = Ak to

A plug into equation (6) . After expansion, we get

. F,,(A ',.((Al

'Al
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" lI

where
%,A2)

Equation (Al) is equation (10).
*

If the collocated pole A k is equal to an eigenvalueA j of
,'\* -l

[F], then (Ak[I]-[A]) is singular which needs to be treated.

If we not.e

(A)

>1 -,

Then equation (A3) can be plugged into equation (7) . After we

expand it and multiply it with s-.,we get

- c,-z.. *.c. -- ,- -, r
,C ,. 0;

::!7:

• . (A5)

exad- n multiply it wihs.-,w

7z; -A;

-,NC -Q , { : + -- . - - - ' .. s - \, - C ' [2 :' ,

* 43

- -



,..,

When s-, is a small quantity, two terms in the above formula are
of the order of (s- y )-t.

But, Ii-12=0. Let s-.\j -0. Thus, we can omit terms proportional

JJ

4

- r.j-y ; ~2- K?(A8)

Equt- 1-10 Let) is ato 0.1 Thus whe canot. tem1rpotoa

ItO S-,. and obtain the following equation.

.5"

(A8)- -i the - ,i

Equation (AS) is equation (1i) in the text / 19

In the following, we will prove the property of equation

: Q (A8); i.e., if the closed-loop eigenvalue obtained,\k is not

Se tok, then there is a not so are error.

i.e.,

,'-5.'.However, we still start from equation (A5) and substitute s

< = \kinto equation (AS)]. Furthermore, we note that .\ = A\k

-F 7

i..

.?" . s a -k .* *]J 5 - 5 .
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-... ." - __ -.

'4

.* (All)

A.;

... It is proven before that In addition, is a small

quantity. Furthermore, in an elastic aerodynamic system, the two

"4.

"-''.eigenvalues are generally not very close. This means that IA*-Ai1

-: is relatively large. Therefore, 0A d
- .ireatiel<< AA.

A k-A j

Thus, it can be neglected. Similarily, AA.

k
., :,~ -_ I

,4. '"k 'i "k-

terms can also be omitted. Thus, the remaining terms are

Therefore, (A12)

The examples we calculated showed that this property exists.
*4

.5,4 L45
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-QUICK C ECMETRYI ]E-,IERATION AND .R''C "ES H PARTI TON
FOR ARBITR3ARY 3-D BCD-ES

Tana, Z_':-nz:, Li 1c-, Snunian
(Chengdu -Aeronautical Company,)

ABSTRACT

Abstract

A method of the, surface fitine of three--di-nensional bodies is pre-

S. stn : :ii ., paper. F :,- ' u m of- :ng curves are a chain of cc'z;( cs

- Isqutrf f-tn . hereas cr.oss-sectlorial curves are

.J.-~ CDn:c's .Avich contain cr ar arcs. e:1iptic arcs

:raigh ns A FORTiKA\: prozraan involving the computer graphics or

:n.- SKIES '. 760 comnpuzzer .nas'been written. The programn is capa' '

of qui;ck and n andlv nrai of the ccmplicated configuration of 3-D

t'~~s and :r *1e MeshIes 'e :I recl it] tnr ater-d. ;narl!c ! n1i urtlct- Coe f I :ccc

* hod - Tm~ . . . ..ivahii .,: !-t- v'r~i bY somre nu-rn(-rlca

exa-.ples Vurther dv-vtopme:-t of the prozrarr enables it to be a graphic

iNTRODUCTION

Generation of surface meshes is necessary in carrying out

aerodynamic analysis or stress analysis of an aircraft [ T . n

these analyses, a mathematical model of the surface configuration

of the air-craft is generated -first and then the geometriccnr-

teristics of the meshes are calculated.

in the last 20 years, various mathematical mode ls ha-e

been iev/eloped for the aoclicntion in CAD/CAI. iHowever, as c-

cied :n reference fK], several models are- inconvenient in

* ar~~rai ca tl o Dr mav create unIeXrn-ec surface dsoto ro~ie
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in the early stage of the numerical aerodynamic calu ine-

oped in foreign countries, the interpolation techni ue nas zeen

used for both loncitudinal and the cross-sectional direo-ins or

for the longitudinal direction only coun-ed with the analyta!

technique [3] for the cross-sectional direction to generate the

body configuration. The requirement of large amounts of data

input and poor accuracy of fitting are the problems. in the 70's

F. R. deJarnette has procosed the use of a chain of conics oenerateo
by the least scuare fitting for the cross-sections, whereas the use

. of longitudinal lofting curves of conics fit the surface of the

3-D body [2]. Since the analytical calculations are used for both

longitudinal and crosswise, it has eliminated the problem of

interpolation. This method can be used to generate complicated

confiauration. However, since the longitudinal calculation and

-.. the crosswise calculation should be carried out alternatively, the

connections of the lonaitudinal lofting curve sections are not

smooth. Other programs developed by S. H. Stack and others[4] for

arbitrary 3-D bodies are based on the assumption that the lofting

curves are formed by a chain of elliptical curves in both longi-

tudinal and cross-sectional directions. This numerical model is

simple, integrated and can quickly generate the configuration of a

comolicated body. it has been apolied in the development of theh'. 4o~ icte boy 4s ati -

X-24 aircraft The main problem of this model is that it needs

to incut the "control coints for the slopes" which are difficult

to be determined and, therefore, calls for large amoun-s of data

inputs and calculations. In the 70's, a method was developed in

our country using the technique with generating lines and center

lines and has been applied in various aricraft design. However,

this method is unable to generate complicated configurations, such

as 3 combined bcdy with wings attached. Advanced numerical mcdels

are needed in the modern aircraft desicn and aerodynamic analvses.

We have develoneai a method to fit the surface of three Jdien-

sional bodies based on rEferences [2,41. The method zuurarntees

the continuity,- ad I s : le, I:ui-Z e .n eas to ,. 3 S se

surface modific~itim -n, mesh partitions. In this menthod, the

48
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longitudinal lofting curves are a chain of conics cenerated 9:

- the least scuare fitting, whereas the cross-sectional curves are

obtained b-. hybrid blending circular arcs, elliptic arcs and

straicht lines. After the configuraticn of the 3-D body is cen-

erated, the geometric characteristics of the meshes are then cal-

culated as needed by the aerodynamic influence coefficient method
'., [5] .[.,

In addition, for the convenience of analysis and checking,

a computer graphic program is included in the method. The procram

A can be used to plot the 3-D figures, side views, the loncitudinal

-1 loftino curves and the cross-sectional curves.
q

!I. ANA LYSS

In body design, several points, control lines and tangential

data should be determined according to the design requirements.

After the body is fixed, the configuration can be determined by

the theoretical diacram and the three side views or by the measure-

ments of the real objlect. We have chosen several reference c: o~nts

on a group of the crcss-sectional contour, such as top aoex,

bottom apex, intersecnion coints and widest points, etc., as tne

-. bases to :enerate the conficuration of the body. Sic C '- r CsS -

section of the body is symmetric, it is necessary to fit only half

of the conficuracion. in our convention, the coordinates f

given coints (data points) on cross sections are fed into the

computer starting from the top apex and then to the points clock-

wise of the right half of the body. Since the configuration of

the bod: is comolicaced, it is necessary to divide the body into

several sections along the longitudinal direction. Each section

has "samilar" cross-sections inic*" have the same number f cata

Aoints and the same characteristics of curves (i.e., circles,

elliutic arcs or straicht lines). Several lonoitudinal 1ftinc
c---;es'4a - u e n t 7

cirves (soace curv-es) can bo obt ain-U 9y feedinc to the computer
the consecutIve -ita a: te n oints on sea]uential cross-sections

-and a croup of longitudinal information. Tht total number of
49
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}[1])] z.-uie _ Refrence coordinate systzem and iong, tud-Ja

1--first section; 2--second section; 3--NB-th section;
!s." 4--NOTE: curve i: curve at top apex; curve 2: canopy curve;
i ? curve 3: curve at maximum width; 4: curve at bottom apex;
J-.'." -- o-data points

~~~data p o=..L t on each lofting_ curve is the same and an y two curves

V-<'I

:.. , mav overlazD ,as shown in Figure 1) . The least square fitting- . of

-" - .e . arie out forth

a chaen of s3nsies is g'- c o fre ected curves

Nof each lofeing curve on the XY and rV 2ufaces.

- - a , d ..., ,. are set up on the

afront view projection curve of the longitudinal lofting curve.

The control points j = i, 2,...N+l can be determined according to

the curvature of the projection curve. It is assumed that the
contr.oints coincide with the data points having the correspond-

ing numbers K., K, ... K and the curve between two consecutive

control oints is conic. For simolifving the analysis, local
coordinate systems, jXYZ are used for each segment of the conic

curve. The origin is set at the first control point of each seg-
ment of the curve. Z axis passes the first and the last control

points, X axis is perpendicular to the Z axis and the v axis is
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' icure 2. Partition of longitudinal lofting curve
and definition of local coordinate system.

1--data points; 2--control points

in the same direction as YR axis (as shown in Figure 2). /31

In such process, the projection curve of a longitudinal

lofting curve is divided into N segments by the fixed control

ooints to corm a chain of conics. Nk is the same for each pro-

jection curve, while N may not be the same and N < (Nk +1)/2.
Since the n-unber o: the given data points is larger than the

boundary conditions needed for solving the N conic functions, the

least scuare fitting of a chain of conic curves should be carried

%£ out.

S.

Assuming the equation for the j-th segment of the conic

curve on the local coordinate system is:
A.;Z- B:X Z CX r D:Zr E;X + F; 0

'1 = I, 2. '... NV) l

with the bour:ir- , ndit:ons -ha: the conic curve casses the first

and the last control points and the consecutive segments of the

conic curve are tangent to each other at the joined control point,

equation (i) can n3 reuuur ?

(2)
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where the coefficients ,, and can be calculated from the

data points in segment j [21 . With larce Emoiun-s c data points,
' the follomvic -i.-; e:-.-ions = r e<t.n/c e s2uare 1ittin:.

t a ) "t

and

(4J

where . ano . are defined in reference [21 to be

functions of a given data point. The coefficients Ci , A- and

C.Cj = 2, 3,...N) of the conic equation (2) can be obtained by

solving the above two equations. Let A= 1, then the ecuations

for each conic segment are fixed.

For solving equations (3) and (4), we have derived, hee
folln:- diagonal . ."

H IfH:,, H .4. - H.

[1.1 1-f'4,. 1 4,3 H4,4  15, 0 A4' H I [.,H,,,H,,, H51 ,, .4, ,

H , H,, H,, H . H, % .

, H H. H I HI 0t- L.., 1  [.... :H .... ,,, ...

, 

1 

.4, 

.

4 b
b ... ,y b ,

.m=2 3. '. .V)
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Analysis shows that the coefficient matrix of equation (5) is

. a symmetric matrix and the A. (j = 2, 3,...N) can be obtained from
33*the matrix. The other coefficient C.i of equation (2) can be

-.- obtained from the following equation:

.,(7)

- (m= 1. 2. "-*, .V)

So far, the analytic equations, with local coordinate system,

of each conic segment of the front view projection of the longitud-

inal lofting curve are obtained. Similar fitting of the top view

projection of the longitudinal lofting curve can be carried out.

For the convenience in application, the conic equations under the

local coordinate system can be transformed to the conic equations

under the standard coordinate system.

However, if the fitted conic curve is a hyperbolic function,

the curve in such segments can be assumed to be a straight line

across two control points. That is

X= o (8)

This assumption expanded the range of the least square fitting

of a chain of conics proposed by reference [2] and produces long-

itudinal lofting curves which contain straight lines, break points

and interruption points.

The following conditions should be reminded in carrying out

the longitudinal curve fitting:

1. The distribution of the given data points should not be

over scattering. Nonlinear segments should not be fitted as

hyperbolic curves.

2. There should not be too many. control points. The number
should be less than 1/2 (N +1). t is preferable having more than

one data point to none between two adjoininq control points.

However, there should not be infinite numbers of data points

between two adjoining conic segments.
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3. It is favorable to have more data points in the first an:

the second conic segments. Otherwise, the fitting may fail because

of poor accuracy in solving ecuation (5).

In summary, a satisfactory fitted longitudinal curve recuires

many modifications of the data points and large amounts of inform-

ation. However, keeping the above three rules in mind, the fittinc

is quite easy to obtain. The cross-sectional fitting can be carried

out when all the longitudinal lofting curves are obtained.

Assuming the coordinates of the characteristic point (YR, ZR)

on the cross-section at XR are obtained by analyzing the longitud-
inal lofting curve, the cross-section can be found by fitting

the curves between two adjoining control points with circular arcs,

elliptic arcs and straight lines. Fitting with circular arcs or

elliptic arcs only is limited in application. As shown in Figure

3, for a typical cross-section, the slope at j = 4 is not contin-

uous and the slopes at the points j = 1, 6 and N are fixed (corres-s

ponding to the top apex, the widest point and the bottom apex),

* fitting with circular only cannot control the slopes at these

characteristic points and cannot preserve the shape and the smooth-

ness of the configuration. With elliptic fitting methods !4] , the

values of the slope at the characteristic points should b, given

or a "control point" should be added between two adjoining charac-

teristic points. This increases significantly the amount of data

and calculations. We have successfully solved this problem by

using the blended method which contains circular arcs, elliptic

arcs and straight lines.

In our fitting process, the coordinates and the horizontal

information of the characteristic points are listed starting from

the top apex to the next point clockwise. Partiticn points are

set up at the inflection points. Each cross-section within the

same geometric section of the body should have the same numbers

of characteristic points, partition points and horizontal informa-

tion. A geometric region is formed between two adjoining parti-

tion points and it contains several curve segments. The hybrid
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--eded calculations are carr 4ec '2'

-~ :r echgeometric region. As shown In

ure3,thne first region has three se7-

cents which are circular arcs, el lictic

arcs and straight lines. The second

region has N-4 segments. Because of the

restriction of the slopes at j = 6 and
_t=N ., all segments are circular arcs

except the N -l1 segment which is an ellip-

tic arc. The calculation of the curves of

trhe segments follows the order, j = 1, 3,

* ,5, 4,6.., N -1. The order of cal-

culation is determined by the postion or

ra rtition points and the slopes at

£:eatz~-." - zaracteristic points. Such informa-
th- cross-sec -. n---n can be easily obtained from the char-
fitting.

I--caracerisic ~acteristics of the body configuration.

2-- separation point

The equation of elliptic fitting can be obtained from refe-

ence [4] . A local coordinate systeir is used in this fitting wlhic'b

ciyes two co-efficients in the elliptic equation. The elliptic

-. e-uation can be obtained from the coordinates of the two end pooints

or f te se en t: '-e fitdanc the sloc-zes at the twvo po ints C.

the control cointS.. We hav.e transformec the ell-ictic ecuation into'

the referen_:ce cirdinate s'tstem for the co.nvenience of catl,_;lt cn.

The reference coordinate system is used 'for the circular arc

fitting. heradius and the position of the center are determined

* with three boundary. conditions. Two types of bcundary conditioDns

have been used in oDur calculations, one with aiven coordinates of

te two end -ooints and ih sic_-_+ at one of i end Ooints, the

other with the coord-inates of hreac-.,oi ninq rcoints and the cn

dition havina the two circular arc tano7ent to each other. .W7e h a,_-

devcooed tlle iter'ation equati-ens of blendina m ultirc circiilar ercs

to d-7ete:rmi ne -~- or iin a c irc les b-a sed on t he abo',. two to of

boundary conditions.
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Two-coint linear equations are used for straicht line fittina

The mathematical model of hybrid blended conics otaini .

circular arcs, ell4itic arcs and straight lines, is simole and

flexible in application. The model contains the pure circular

arcs iting and the pure elliptic arcs fitting as special cases.

The model does not have the problem of incompatibility of two

circular arcs or two elliptic arcs as that mentioned in reference

[6]. However, many modifications of the information are needed to

obtain a satisfactory horizontal fitting and to assure the smooth-

ness of the configuration. Calculation shows that proper values

of the slopes at the top apex, the widest point, the bottom apex

and some other characteristic ooints on the cross-section can

efectivelv assure tne smoothness of the surface confiauration.
In addition, since the interaction between the longitudinal fitt-

ing and the horizontal fitting is weak, the configuration of the

three-dimensional body can be easily generated with a good fitting

of the longitudinal lofting curves and a reasonable control of the /34

slomes at various ooints on the cross-section.

The current numerical model for generating the configuration

of three-dimensional bodies has been applied in calculations of

the subsonic speed surface elements. With given informaticn of

the longitudinal and horizontal partitions, the geom-tric character-

istics of the surface meshes of the body can be calculated. We

have divided the perimeter of the body into segments of equal arc

length and the longitudinal direction by cosinoidal partition or

. equal spaces. This method of partition can provide uniform meshes
,r •and reasonable distribution of meshes, which gives better accuracy

* ~in numerical calculations of aerodynamics.

III. PROGRAM INTRODUCTION

The program was written in Fortran using SIE2-1ENS7.760 computer.

:t contains four major parts including information treatment, lonz-

itudinal and horizontal mesh partition, calculation of the geo-

metric characteristics of the surface meshes and computer plotting.
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It has 64 modules and 6517 statements.

The. user can input the limited information and the geometric

data with the codes to form a data file. With the BS2000 opera-

tion system, the coefficients of the longitudinal and the horizon-

tal conic equations and the geometric characteristics of the

surface meshes can be quickly calculated. The latter includes the

coordinates of the mesh points, odd points and the center points

and parameters such as area, unit tangent vectors and unit normal

vectors. The calculated results can be used as data base for

aerodynamic calculations or other treatments. The interim results

and the final results can be output in broad lines and the three

projective views of the body, side view, longitudinal lofting

curves and diagrams of cross-sections can be plotted using BENSON

model 1320 plotter. The program has the following major character-

istics:

1. The generality and the complexity of the three dimensional

body as well as the simplicity and the flexibility of inputting

data are considered in the program.

2. The program has considered the special characteristics

of the BS2000 oceration system. The comouter operation is sizie

with reasonable utilization of memory buffer, file manacement and

comments. The program can also be used in SIEMENS7.738 computer.

3. The program has been designed with modules and is expand-

able and adaptable for future processing.

IV. EXAMPLES

Calculations of various bodies, including rotating body, schem-

atic body, wing fuselage blended body and three types of real

fuselage models, were carried out to demonstrate the effectiveness

of our calculation technicue. .V(wo examples are discussed as

follows:
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Figrure 4 shows the longitudinal lofting curve fitting, which

includes 3/4 order hyperbolic curves, straiaiht segments and break

points. The deviations of the fitted values are 'within 0.51- of

the accurate values. More accuracy can be obtained with further

adjustment. The figure shows also that the lofting curves contain-

* . ing steps, straight line segments can be fitted accurately with

* proper selection of the control points.

*Figu.r e 4.Longitudinal lofting curve fittIn invclv:inq
straight segments and break points.

1--data ccints; 2--control p)oints; 3--calculated pointS

The configuration C in reference [71 is a wing-fuselage /35

blended body. The cross-sections are complicated and there are

two vertical plates similar to abdominal fins at the tall. The

/preliminarv result of fitting based on the three view drawing ano-"

12 cross-sections given in reference [7] is shown in FiqurE: 5.

It shows that both longitudinal and horizontal fittings are reason-

able and the two vertical plates are also visualized.

* Additionally, we have fitted many wind tunnel models of real

bodies inclil:inq t:hree dimensional bodies with air intakes on both

sides, at 3bdominal region and at the nose. Satisf actory results

with aood1 smocthness and contour are obtained. Fiaure 6 sho.<'s

the 3-D view and the 3 view drawing of the fuselaqe with two

sided air intakes.
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5,.'

Z .t n g o w ing -useaae b'ec
(3-D view).

The figures of the fuselage with two-sided air intakes men-

tioned above are all plotted by computer These figures, lofting

curves and cross-sections can be used to check the quality of

the fitting. The appearance of concave and convex areas can be

easily eliminated by adjusting small amounts of the input data.

Conic curve fitting technique is widely applied in CAD

because of its simplicity in mathematical definition and flexibility

in various aspects. Our method of surface fittina of three-

dimensional bodies can quickly generate the numerical model of

the geometry of a complicated fuselage and the surface meshes -or

aerodynamic calculations. The major characteristics of this

mehod are listed as foliows.

I. This method is an integrated one-round model whic:i can

:uickiv generate the g.eometr!. it can generate the configration

of more complicated bodies than the "block" t'vpe numerical model

does.
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2. The least scuare -itting of the longitudinal conic chain

has good adaptability. With proper selection of the control coint -,

it can generate in one run the lonqitudinal lofting cur:es ccntaini==

straight line segments, break points or interruption points. The

shape of the body is well preserved without preprocessing of the

data.

3. The blended calculation of circular arcs, elliptic arcs

and straiqht lines of the cross-sectional curves can easily cen-

erate the cross-sections of a complicated body. The smoothness

and the convex configuration of the surface geometry can be easily

preserved with proper control of the slopes on the cross-sections.

4. The surface mesh cart4tion along the perimeter 's made

with ecual arc lenath which provides uniform size and distribution

of the meshes and increases the accuracy of the subsonic vertex

lattice method of calculation.

5. The program is simple in data set-up, convenience in

operation and expandable. The program after expansion can be

applied in preliminary design of the aircraft and the finite

element analyses of the structure.

6. The quality of the fitting can be checked visually using

the computer plotter. It can also be used to make regional modi-

fications. The efficiency of fitting can be greatly improved by '37

calculating on a graphic terminal.

Having the above characteristics, the method can be further

developed for usinq as a main graphic system sizing in CAD.
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NUMERIA CALCULATION OF FQ 'L " nTh~
OFTUBFNNGN

Chen 'U'ilianr-
Un iversi tv of Science and Tecnnolo7,., of China)

Sun Ci
(Shengyang Aeroengine In-sti4Lt ut4-e

A BSTRPA C T

The flow field in --he afterburner diffuser or

a turbo-fan engine is calculated by the SIMPLE numer-

ical method. The results are comoared well with the

measured --ata. The effects of the parameter distri-

bution of the intake air flow on the flow field in

the afterburner diffuser were studied. The flow

Field in the afterburner diffuser under different

flight conditions and different rotating speed on

the station were calculated.

1.INTRODUCTION,

The flow field_- in the afterburner of the turbofan enoine is

comolica*ed and is composed of both miioadcmrssnzcoess

Since the diffuser nas a lare expansion angle with a centralco,

thne flow mnay seruarate under certain working conditions. Ellioti-

cal differential e.nuations are used to describe these types or,

f:low at steady state conditions. The SIMPLE method developed by

Patankar and others fl] is an effective tool to solve such difer-

ential equations. However, this method usually has the difficulty

to :;et convergency. '.-e hav-e made a detailed ana lvsis on the orr-

cess and conver-renc-v, of the SIMPLE technique and su,7qeste1d a methodC
% ~to rrnorove t le cnjnc in re ference ['21 In tnis paper, we

hav used the SIMPLE 710tnOd tO solve the ve'ow lieLd, in the- after-

burner diffuser of ' the turbocfan ena, i a- .~, tud~~ ht-e efts

or the int-3 W Iaw caaw*rs fn th low f' l an~ -e~r~~t

flight con d itio ns o n t f fI w f i 1J i n th cd iser .
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II. NL'THEMATICAL AND PHYSICAL MODEL

Figure 1 shows the geometric structure of the afterburner

diffuser with parallel intakes of a typical turbofan enaine.

Both ends of the diffuser are circular tubes with a cone connected

in between. There is a conic frustum at the center of the intake

end. The intake cross-section of the solution was at the bottom

- ')- edge of the annular confluent ring. The high temperature combustion

gas from the main combustion chamber flows through the inner pass

and the low temperature air flows through the outer passage. The

ratio of the outer flow rate to the inner flow rate is the bypass

ratio.

Assumptions for the calculations:

1. The combustion of the fuel is completed at high temperature

and no chemical reaction is considered. Radiation heat and work

done by viscosity are neglected.

2. The wall of the system is adiabatic and is nonpermeable

f or mass.

3. The temperature and the composition distributions of thne

outer and the inner flows at the inlet of the diffuser are homo-

l geneous.

4. The flow field is axialsymmetric and no eddy flow.

'*.Oq Assuming the fuel in the main combustion chamber is C8H16 and

the ratio of fuel to air is q (less than the ratio of equivalent

mixing) , using the mass fraction of th,+ :-mbustion gas in the

inner passaae, f, as a :-arame,::r or tK, -omcositon of the mixture,,

the mass fractions of CO2 , H2
O, no and ) in the flow field can

be obtained by mass balance:
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:no_ 0 .23i 2 - , 3 - ) 0.

I Z With the above assumptions, the mass fraction of he cmia

.-'. tion aas in. the inner passage, f, and the normali zed .. "

"" ,(h-h 2)/(h1- h 2 ) have the same control equations and the same hud

ary conditions, and f = H at any point within the flow field.

Therefore, the stationary enthalpy at each point within the flow

field is
-(5)

~~~where h I  and h.) are t'-_ stationar"- - l ie_, of the inner _'lo w

and outer flow at the inlet of the diffuser respectively.

Z .2]IIC.W'

we~ ~ ~ ~~~~~~~--' haeue h n maticaIm, i t 3 1 ;[ t1uru

'f'

tince flas , whic the inner assa, k, a te ad rize l

,a odtn, and f H at ay pon wihi the flo fi
Thereforete sr e; at eh pin

%. sri n (5)

'V

*-" whee hausd the mthematiarv oe wih also e inner: :lowuru

• -: lance flow atih otineso the difuer epectively.d disi
ft"ptoPftetrbln nry-.Te hl rbe a i

0,,,,,,

-ft'. '.... " ' * -"* V"' .'"'"'"< ..- ''.'J'%'%.: \ '%.' ' \-N '' ''.
-

' ."''''-,..'



equations, including axial velocity, radial velocity, continuity,

mass fraction of the composition f, the quantities of the turbulence

) r jr

The 4definitions of various parameters, s.mbols ', - and S are

shown in Table 1.

T.-3LE I. Definition of parameters

- -r

t U JA

/... :--equation; 2--continuity equation; 3--axial momentu' m
-"- 4--radial momentum; 3--composition mass fraction; 6--t-u-e :
#' energy; 7--kinetic energy dissipation

The increase of the kinetic energy of the turbulence is

-2., .. -, , , . a r . . , (7)

,' .'.-.Neglecting the influence of the viscosity of laminar flow, the

,-'..."effective viscosity is given by u =P,=0.O9PkV The values of

2 the constants in the equations are o,=0.09, .a,=j.0, a,=>.., c.= 1.49, c.=1.92°

4~ -1

.'_ Ill. BOUNDARY CONDITIONS

1k:.:,:. P

eThe number of grid points for the calculation is 2728.

Since the profiles of the outer shell and the central cone are

broken lines or curves, we have replaced them with a group of

lines with small steps for convenience and left the nodes for

storing selocity on the step lines (Figure 1). The SIMPLE

III,.66 . .... CONDITIONS
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method for solving the equations and the technique to obtain con-

vergency are reported in references IlI and [21.

The boundary conditions should be given for solving the ellip-

tical partial differential equation. Under subsonic flow condition,

the downstream flow will affect the upstream flow. Therefore, the

boundary conditions at the inlet and outlet cannot be defined.

However, the influence of the downstream flow on the upstream

flow can be neglected if the cross-sections of the inlet and out-

of the down flow is very large. On the cross-sections of such

inlet and outlet, local hyperbolic curves can be assumed. In our

calculation, the values and the profiles of the parameters on the

cross-section of the inlet are determined according to the overall

design or by measurement. The boundary conditions on the cross-

section of the outlet are not needed.

The transport coefficients change significantly near the

solid wall. Large amounts of nodes should b e carefully arranged

near the wail for more precise calculations of the parameters

which increase significantly the amount and the time of numerical

calculations. We have used the surface function 14! to determine

the bounda-r2, cnditions at the wall. With the assumption of axial-

s mmetrv, the radial velocity on the central axis is zero and the

radial derivations of other parameters are zero.

IV. RESULTS OF CALCULATIONS

1. The effects of the parameters at the inlet on the results

of calculation.

Durinq design stage, the total flow rate at the inlet of the

afterburner diffuser, bypass ratio and the temperatures of other

parameters of the inner and outer flows can be obtained accordinc

to the overall desiqn. However, since the velocity profile of the

flow and the magnitude of the turbulence energy at the inlet are

not available, we have first studied the effects of the velocity
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profiles and the turbulence energy at the inlet on the calo -n

- Aof the flow field.

(1) The effect of inlet profiles of axial velocity components

on the flow field calculation

Figure 2 shows the effect of inlet profiles of axial velocity

components on velocity fields under the condition of a constant

flow rate, bypass ratio and inlet turbulence energy. The figure

shows the calculated velocity profiles on cross-sections CM and

CM' based on three inlet profiles of axial velocity. The dash

1: line is the result with the assumption that the velocity profiles

of the inner and the outer flows are hvoerbolic and there is no

backflow at the downstream side of the center cone. The dash and

dot line is the results having uniform distribution of the velocity

at the inlet and a small backflow region at the downstream side of
the center cone. Obviously, the results of both extreme cases

deviate greatly from the measured data. The solid lines in the
figure show the calculated results using the measured velocity

profile near the inlet cross-section (cross-section Z shown in

Figure 1) as the velocity at the inlet. The calculated results

are very close to the measured data except those in the region

%A%" at downstream sides of the annular confluent rina.

The measured velocity profile at cross-section Z (the figure

is not shown here) shows that the axial velocity profiles of the

inner and the outer flows are very close to uniform distribution.

However, the velocity of the inner passage flow in the region

near the center cone is significantly lower due to the effect of the

turbo wheel located uostream and the possible lower velocity at the

base o: the blades. Therefore, the assumption with a uniform or a

hyperbolic velocity profile at the inlet cannot provide satisfac-

' tory results.
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-,.- oure 2. Effect of inlet profiles cf axial veloc :,
component on the velocity field

The cause of deviation of the calculated results from the

experimental results in the downstream region of the annular con-

fluent ring is discussed in the following. The velocities were

measured usina a oitot tube in the experinents. There are many limits

in using the pitot tube to measure the velocity, such as that the

-" angle between the velocity and the pressure opening should not be

too big, the turbulence intensity should not be too high, etc.

Calculations have shown that the angle between the direction of

the velocity and the pressure opening is over 70 and the turbulence

intensity is over 30% in some regions at the downstream side of

the annular confluent ring. Beer, et al. [5] indicates that the

error of the measured velocity by the oitot tube -,s significantly

large when the turbulence intensity is larger than 20%. Presently

there is no reliable method to make the correction. Although the

distribution of the grids is not dense enough at the downstream

side of the annular confluent ring, the calculated trend is

reliable.

The effect of inlt profiles of axial velocity on the temper-

ature field is very small.
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(2) The effect of inlet turbulent energy on the calculated

results.

Figure 3 shows the effect of the inlet turbulent energy on the

velocity field. Four velocity profiles calculated from four differ-

ent turbulent energies are shown in the figure. The values of the

four turbulent enerjies are

'U -, / = .0 5 : ': = . , '

k ,, 4 k : 0 .0 0 8 5 : . 0 .1 .

where k and k2 are the turbulent energies of the flows in the

inner passage and the outer passage, u is the average velocity

at the inlet of the diffuser. Keeping the turbulent energy of

the inner flow at 0.005 u the change of the turbulent energy

of the outer flow has significant effect on the velocity profiles

at the downstream side after the center cone and the annular con-

fluent rinq. Reducing the turbulent energy of flow in the outer

passage, the backflow region after the conic frustum increases

and extends significantly and the downstream velocity profiles

after the annular confluent ring become non-uniform. This is

because the extent of gas mixing decreases with decreasing turbulence

energy. Similar effects are obtained with reducing the turbulent

energy of the inner passage flow.

2. The calculated flow field in the diffuser at various
rotating speeds on the ground.

*-1 After studying the effect of the inlet parameters on the flow
field, we have found that the inlet parameters of the afterburner

diffuser of certain models of turbofan can be obtained by using

the experimental values for the axial velocity, letting the radial

velocity equal zero, using averaqe value for the temperature of

L _%" the outer pass flow and 1.2' of the averaqe energies of the inner

and outer --ass flows as the respective turbultnt neraies.
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F;-;uvelocity field.

The dissipation of the inlet turbulent energy is given by the
following equat ion :

- where R is the radius of the afterburner.

.@. Figure 4 shows the velocity field calculated based on the

"-' above inlet conditions and at rotating speeds of 0.97, 0.93 ana

0.37. The corresponding experimental data are shown in the figure

for comparison. It shows that the calculated results are con-

sistent with the experimental results. However, some deviation

occurs at a low rotating speed since the turbulent energy is small.

The calculated flow field is correct when proper inlet parameters /59

are given.

The flow fields at various rotating speeds show that the velo-

city profiles of the diffuser at different speeds are similar.

However, the value of the velocity increases and the profile

becomes sharner with increasinq rotating speeds because the flow

rate increases and the bypass ratio decreases with increasing

rotating speed.
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velocity profiles are similar at different rotating speeds and

values of velocity. It can be assumed that the inlet profiles

of axial velocity of the diffuser are also similar during flight.

The value of the inlet velocity profile depends on the flow rate

and density. Other parameters can be determined similar to those

discussed in the previous paragraph.

Figure 5 shows the calculated velocity fields at five di::er-
ent states of fliaht. The parameters corresponding to the _=ire

states of flight are listed in Table 2. The figure shows that the

velocity field depends mainly on the bypass ratio at various

states of flight. At altitude of 15 km, M = 2.6 and bypass ratio

of 1.9578, the outlet velocity profiles are not uniform and the air

flow in the outer pass has a peak. The velocity decreases rapidly

with the decrease of radius. Near the inlet of the diffuser, the

flow separates at the surface of the center cone and a large region

of backflow is formed. The velocity field is more uniform at the

altitude of 19 km, >1 = 2.0 and bypass ratio of 1.4368. A maximum

in the velocity profile of the inner flow appears when the bypass

ratio decreases continuously. Decreasing the bypass ratio, the

velocity in the inner pass increases while the velocity in the

outer cass decreases and the region of backflow behind the center

cone diminishes 7raduallv.
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V. CONCLUS IONS

1. The calculated results are consistent with the experimrent_

K data exceot in the downstream region after the annular confluent

ring. The results indicate that our mathematical model is correct.

A new method of measurement of the flow field should be used to

further test the accuracy of our calculations.

2. Calculation shows that the flow field in the diffuser is

affected significantly by the profiles of the inlet parameters.

Therefore, a precise modeling of the inlet flow field is very

important to perform experiments on models or parts.

3. Numerical calculations accompanied with experimental

results can be used to study the flow field of the diffuser with

significant savings on manpower, material cost and the time of

research.

REFERENCES

[1] Patankar, S. V., Spalding, D. B. A calculation for heat,
mass and momentum transfer in three-dimensional parabolic
flow, int. J. Heat, Mass Transfer, Vol. 15, P. 7/Z7, (1972).

2 Chen, Y. L., Sun, Ci. "The Convergency of the SIMPLE ).!ethos"
Journal of Engineering Thermal Physics, Vl. 5., No. 3 (1984)

[3] Launder, S. E., Spalding, D. 3. Mathematical Model of
-urbulence, Academic Press, London and 17'ew . or< 92

[4] Patankar, S. V., Spalding, D. B. Heat and Mass Transfer in
Boundary Layers, Int. Textbook Company Ltd., London (1970).

[5] Beer, J. M., Chigier, N. A. Combustion Aerodynamics,

Applied Science Publishers Ltd., London, (1972)

74

• 
I

.- . .° ..- .*,.,. • . . .. . .. .. . .. w. - -,,. - -



I

Design of an Airborne Optic Fiber Data Bus System

Fan Renzhou, Wang Gonghao, Chen Ruilin

(Beijing Institute of Aeronautics and Astronautics)

Abstract

The development, application, communication protocol and

system structure of an airborne data bus system are discussed in

this paper with emphasis on the design of hardware, software and

optical fiber transmission system of the bus controller and

remote terminal. Some experiments and their results are also

given in this paper.

Introduction

Airborne, time-sharing multiplex transmission data bus was

first used in the early 1970's on such piloted aircraft as B-

1 I  A-7 [2] and F-15 [3 1 as well as on spacecraft [4]. A digital

information system composed of the standard bus is widely used on

the spacecraft, aircraft, warships and tanks. With the computer

as the centerpiece, the optic fiber transmission as its medium,

the distributed digital avionic information system that Is

.. re-..ant, fault-tolerant has become the hallmark of a new

generation of avionic system . The airborne data bus is

1 one of the central components, which has the following fields of

application:

47.
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1. To be used in the digital avionic information system,

DAIS [5 ,61 in which a double redundancy data bus is used,

providing information transmission, control and display to meet

the requirements of various types of aircraft and flying

missions.

2. To be used in an aggressive-controlled technique CCV in

a statistically controlled placement, in which the CCV uses a

data bus havi-nq triple redundancv (or quadruple redundancy) to

implement digital teletype/optical transmission controls. On

spacecraft, a data bus having quadruple redundancy is used to

. improve reliability of long duration flights.

-3. To be used in a distributed computer composed of

microcomputers.

4. To be used as a component in the monitoring system

providing integrated telemetry remote control data and graphic

transmission.

B. To be used in the ground integrated hot benchL 9 ,1 0 ] in

an aeronautical, and astronautical electronic system.

II. System Structure and Communication Protocol

1. System Structure

Figure 1 shows the block diagram of the airborne data bus.

It comprises the bus controller, bus monitor unit, remote

terminal and the transmission network. The bus controller

controls and supervises the entire work of the bus, while the bus

monitor unit monitors whether there is any fault in the
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information transmission through the bus. The remote terminal

0receives and responds to the commands and implements network

communication. The transmission medium is either an electrical

transmission line or an optical fiber with a coding rate of 1

Mb/s.

2. Control Mode of Information System

This means how information is being dispatched and

transmitted in the network. There are several modes which

include the time-sharing mode [II ,1 2], the instruction responding

mode and the ballot-casting competition mode.

''7

I.o..
N0.2

Figure 1. The Block Diagram of Airborne Data Bus

1. bus controller (host computer)
2. bus control'er (4nterface unit)
3. remote terminal
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4. microcomputer
5. remote terminal
6. subsystem
7. bus monitor
8. remote terminal with subsystem
9. data bus

10. remote terminal
11. peripheral equipment 1
12. peripheral equipment 3
13. peripheral equipment 2
14. peripheral equipment 4
15. computer
16. computer built-in parallel bus

The most commonly used mode today is the instruction-

responding mode, in which there is only one master dispatch

terminal in the network. The rest are remote terminals.

Instruction is transmitted by the master dispatch terminal and is

responded to by other terminals to implement network

V communications, system testing and real time duplication.

3. Forms of Network

The form of network affects the quality of communication,

-response time, expandability, resistance against destruction,

etc. The form can be annular, star-shaped (radial), K-shaped and
others. The annular loop when broken becomes straight-line

shaped. The annular and linear forms are usually used for

electrical transmission lines while the star-shaped (radial) form

is more commonly used in optical fiber network.
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4. Types of Code and Synchronization

Types of codes suitable for use with optical fiber channel

include Frequency Shift Code (FSC). Frequency Shift Keying Code;

Modified Frequency Shift Keying Code (MFSK); Phase Shift Keying

Code (PSK); Modified Phase Shift Keying Code (MPSK) and etc.[13]

The code type for the bus is PSK, which is also known as

Manchester Code whose characteristic is that its line-transmitted

coding signal direct current component is equal to zero (when

modulated by bipolar level and used in cable transmission) or the

direct current level is of constant value (when modulated by

unipolar level and used in optical fiber transmission). Also

included in the information stream of this coding is the

information of bit synchronization.

Word synchronization: For short distance, multi-user
network communication, word synchronization should be as simple

as possible, pseudo-random code is not used in this case.

Instead, a positive pulse of 1.5pS and negative pulse of 1.5uS

are used to form the word synchronization code, which can play an

advance guiding role that can lead to the solution of the proble

of initial phase ambiguity in the absolute phase modulation. The

problem of data transmission in the asynchronized network can be

better resolved with the aid of this synchronized code.

5. Communication Protocol [1 5 ,1 6 1

The U.S. Military Specification MIL-STD-1553B for tuz

standard prescribes communication protocol as follows: '

is of the command- ..c i ... . I' be rde e

4.:..v,.:9



at the various terminals, the network operates on asynchronous

working mode, command is given by the bus controller and is

responded to by the terminal at the selected site. A time-

sharing multiterminal half-duplex communication is thus achieved.

Information is transmitted through the bus as units of "message".

By message is meant each command transmitted by the controller.

-The terminal responds to the command, completing the transmission

of one group of data and a set of status words. A message is

comprised of a certain number of words. There are three types of

words: instruction word (dispatch signal), status word (shake-

hand signal) and data word. Figure 2 shows the structure of the

words.

There are three types of message formats: the data

transmission type, mode control type and the broadcast

transmission type.

(1) Data Transmission Type: With this type of

transmission, it is possible to implement communication between

the controller and the terminal and vice-versa, also between the

terminals. The message format is shown in Figure 3.
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1. bps (bits per second)
2. instruction word
3. synchronization
4. data word
5. status word
6. synchronization
7. synchronization
8. terminal address
9. terminal address

10. transmitting/receiving
11. message error
12. sub-address/mode
13. data

A14. test point
15. service request
16. status code
17. data word count
18. broadcast instruction receiving
19. parity
20. busy mark
21. subsystem marking information
22. dynamic bus control
23. terminal characteristics
24. parity
25. parity
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Figure 3. Message Format
(Note: * indicates response time 4-12ps)

1. controller to terminal transmission
2. terminal to controller transmission
3. terminal to terminal transmission
4. receiving instruction
5. transmitting instruction
6. receiving instruction
7. message format: data-transmitting instruction
8. data word
9. status word

10. transmitting instruction
11. data word
12. data word

K': 13. status word
14. data word

-A 15. data word
16. data word
17. data word
18. status word
19. data word
20. status word

(2) Mode Control Type: In this type, the mode command is

given by the bus controller. The working mode can be changed to

achieve dynamic control of the bus, bus redundancy control, the

repetitive construction of the system real time and self-testin

of terminals etc.

-. -. - ~~. - -~~ - 82 * * - - . * X V -* *.



(3) Broadcast Transmission Type: Broadcasting command is

given by the bus. All terminals capable of receiving the

broadcast command can simultaneously receive the broadcasting

command and data, thus making message transmission faster and

more effective.

Foremcst requirements of the protocol are that terminals

must respond to the status words within 4-124s and that they have

to implement numerous modes of commands.

III. Design of System Hardware

The system hardware is comprised of the following: the bus

control main processor MP, bus controller interface element BCIU,

the remote terminal RT, the subsystem interface SSI, the optical

fiber communication system, etc. Our design philosophy is to

make possible that the BCIU and RT could be interchangeably used,

having intelligence, energy and interfaces for numerous 16-digit

microcomputers (8086, 9900, Z8000) or 8-digit microcomputer

(8085, Z80).

1. MP, BCIC and RT

There is a dual-channel communication pool interface between

the MP and the BCIU. MP transmits the bus control block to the

communication pool; informs the BCIU to fetch the information,

*! interprets it and executes accordingly; completes the bus

communication process and sends back to the MP the status words

and data via the communication pool, achieving the aggressive

working mode, improving bus communication efficiency.

Figure 4 shows an intelligent terminal formed by 8086 or

33
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9900, the upper half is the RT while the lower is the SSI. There

is a microprogram controller in the RT which performs sequential

control over the transmission/receiving of the terminal, senses

and distinguishes the various modes of message transmission on

the basis of which to determine the different working sequences

of the terminal. The microprogram controller can also produce

A self-checking sequence; implement self-testing of the terminal.

The intelligent terminal that includes a microprogram controller

will perform both as the RT and the BCIU. It can also carry out

a self-testing operation.
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II ' ' 1. microprogrammed control unit

• +2. clock, beat
3. digit/switch sharing syste-
4. address code storaae and f-'ed
5. odd-complement
6. output feed and storage

. 7. transmitting controller
8. channel selection
9. status word formation

i !~0. dig-it/swi tch Shar -_ng '..-.:

11. address decoding
12. phase splitting
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13. data bus (16 lines)
14. extra advanced code
15. receiving controller
16. data buffer
17. data storage
18. D.A.C.
19. demultiplexer
20. executing mechanism
21. synchronization control
22. producing interrupt signal
23. channel amplification
24. sensor
25. analog assignment subsystem
26. mark register
27. mark register
28. odd-check
29. producing gate controller signal
30. data buffer
31. A.D.C.

* 32. S/H
33. program-controlled gain amplifier
34. multiplexer
35. executing mechanism
36. analog assignment subsystem
37. self-checking control
38. receiving/transmitting control
39. optical (light) emitter
40. optical (light) emitter
41. receiving/transmitting control
42. control line
43. channel amplification
44. sensor-transducer

2. Optical Fiber Communication System

The optical fiber communication is provided with a high code

rate that can reach as high as 1-1000 Mb/s, excellent

transmission quality with bit error rate less than 10-9-10-12

,_ immunity against electromagnetic disturbance and nuclear

radiation and other features. It is the most promising means for

airborne data and picture transmission. The airborne optical

. fiber communication network is a close-distance, multiport

network. Light emitting diode (LED) is chosen as the optical

transmitter and PIN as the optical receiver. An eight-port

pop %
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transmission-type double-cone coupler is used. The distance of

action between terminals is 200 meters, the bit error rate is

less than 10- 9 . The key problems with the optical fiber network

are: a need to increase the number of ports of the Star coupler,

to reduce insertion loss and the non-uniformity of distribution

of the optical power to solve the problem of the gradual /61

drifting of the bus coding optical signal as responded to by the

optical receiver, and to reduce bit errors in the decoding

operation by using the instantaneous step-change type automatic

gain control, etc.

IV. Design of System Software

The software structure of the system is a three-level

functional distributed system; the main processor (MP) and the

bus control processor (BCP) are all of the vertically distributed

structure. The structural relationships between the BCP and

various terminals (RTCP) are rorizontally 5istributed. The monitor

processor (XCP) is the exclusive fault-tolerant processor for

monitoring the system.

From the top to the bottom, the system is working on -.he

master-slave synchronization mode. While from bottom up to the

top, the system works on asynchronous on-demand mode. The -ai.

processor operates on the time-sharing and phase-sharing z'z..,

incorporating bus control phase and main processor phase• 7

communication control process is executed in the bus3 cont-.

phase, while the process of the various sequences c.: afcr

the bus control phase is executed in the main proce:z: ...

,37
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The bus control block (BCB) transmitted from the main processor

is interpreted and executed by the bus controller. The

implementation of communication, state monitoring, retrying of

errors, supervision of redundancy etc., are carried out in

conformity with the MIL-STD-1553B specification. Synchronization

is achieved between MP and BCP. In addition to implementing the

conventional task of various nodes, RTCP receives commands from

the bus by the interrupt mode. It also transmits synchronous and

asynchronous information as well as control of mode commands by

the same mode.
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Figure 5. Data Structure of MP

Bus control block, BCB, is used for the communication /62

*0 procedure between MP and BCP. In the BCB data structure there

*! are control bytes, receiving terminal address of the subsystem of

the receiving terminal, number of words/mode, address of the

transmitting terminal, address of the subsystem of the

transmitting terminal, data field, status words, BCB error mark,
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number of BCB linked lists, etc. At the beginning of each minor

cycle, MC, MP transmits a batch of BCB subsets to the

communication pool, COMPL. The BCB subsets are concatenated

according to the sequence required by the communication

operations. The BCB block is processed when starting BCP on the

interrupt mode by BCP. After BCB is processed in the minor

cycle, BCP returns to its background bus supervisor.

1. System Software of MP

(1) Figure 5 shows the data structure of MP system in wh c-

BCBB is the Bus Control Block Buffer zone

TAT the Terminal Addressing frequency Table

NAT subsystem Addressing frequency Table

BCBC Bus Control Block Chain

N BCBC' auxiliary Bus Control Block Chain

MCR Minor Cycle Register

MCC Minor Cycle Counter

SPT System Parameter Table

EVT Event Table

(2) Programming Module: Table 1 shows 'e: .

software system operation

I:.
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Table 1 Level (Layer) Structure of MP Software

LAYER FUNCTION I MODULE

Ist levelisurface block forming PTBG, PTG, PNG, PBF ?_KCC
0 layer,

2nd level BCB dispatch QTS, QCG, QWP, QRP, QSC

:..- 1st layer MP Time-sharing RBS, RMP, RPS
-.* Phase-sharing

2nd layer Command Execution S'?AT, START, STEP, STOP,
'ATTACH, DETACH, DISPLAY
!SET

3rd layer Language Interface

Application Program

0 layer; ist level: the module forming the system's basic data
structure is called the surface block
forming layer such as TAT, NAT, table-
filling modules, etc.

0 layer; 2nd level: the dispatching level of BCB, such as "AT

scanning module, BCBC forming module,
read/write COMPL module, etc.

Layer I (first layer) software: MP time-sharing, Chase-Sn -r
control process, such as
.-dispatching module, XP r. .7

control module, etc.

Layer 2 software: MP command implementing module layer. .'e:2
the system enters into the MF phase ccmaY:
processing segment, the command displa.
system parameters can be used, the bus
dispatch process executed once and a 2

terminal connected or disconnecte et

Layer 3 software: Interface layer of a still higher
language capable of providina th e

Aprogram with descriptive languace :22

* interpreter.
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2. BCP, RTCP Software

There are foreground and background jobs in BCP operations.

The foreground job interprets, executes BCB subsets within the

COMPL. The background job supervises, monitors the bus. BCP

starts processing BCB during each minor cycle. It also transmits /63

bus instructions; transmits and receives data; predicates RTCP

status words; decides retrying provisions; and finally produces

status words. Background job resumes when all BCB block

processing has been completed during the minor cycle.

I RTCP acquires, controls and monitors data of the subsystems

controlled by RTCP, executing their respective processing

. programs NHR. The processing programs of te subsystems are all

done through their respective control blocks and the common data

communication band, DCB, implementing control over the controlled

devices. RTCP produces interrupt signals soon after it receives

bus command from BCP and rolls in bus service program BCR to

implement bus communication. RTCP returns to acquisition and

monitor program when the tasks are completed.

V. Conclusions

On-line testing of the system shows that the entire system

is capable of implementing the airborne data bus communication

protocol to accomplish the task of data communication. Except

for the microcomputer which is introduced from abroad, all other

components used in this system, including optical fiber

communication network are locally developed. Experimental use

has shown the design is rational and correct. Further research
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on system structure, communication, large scale integrated

hardwares, system software as well as reliability of the system,

etc., are left to be done in the i-"ture with a view to

implementing engineering application at an early date.
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